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#### Abstract

The calculation of linear one-sided approximations is considered, using the discrete $L_{p}$ norm. For $p=1$ and $p=\infty$, this gives rise to a linear programming problem, and for $1<p<\infty$, to a convex programming problem. Numerical results are presented, including some applications to the approximate numerical solution of ordinary differential equations, with error bounds.


1. Introduction. Let b be a real $m$-dimensional column vector, and let $A$ be a real $m \times n$ matrix with $n<m$. Then the problem:

$$
\text { find a vector } \begin{align*}
\alpha= & \left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right)^{T} \text { to minimize } \\
& \left(\sum_{i=1}^{m}\left|r_{i}\right|^{D}\right)^{1 / p} \tag{1.1}
\end{align*}
$$

where

$$
\begin{equation*}
\mathrm{r}=\mathrm{b}-A \alpha, \tag{1.2}
\end{equation*}
$$

is a linear discrete $L_{p}$ approximation problem. The expression (1.1) defines the vector norm $\|\mathbf{r}\|_{p}$ for $1 \leqq p<\infty$, with $\|\mathbf{r}\|_{\infty}=\max _{1 \leqq i \leq m}\left|r_{2}\right|$.

Such problems arise, for example, as discretizations of the continuous $L_{p}$ approximation problem: find $\alpha$ to minimize

$$
\begin{equation*}
\left[\int_{a}^{b}|r(x)|^{p} d x\right]^{1 / p} \tag{1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
r(x)=b(x)-\sum_{i=1}^{n} \alpha_{i} \phi_{i}(x), \quad a \leqq x \leqq b, \tag{1.4}
\end{equation*}
$$

and $b(x), \phi_{t}(x) \in C[a, b]$ for $i=1,2, \cdots, n$. The expression (1.3) defines $\|r(x)\|_{p}$ for $1 \leqq p<\infty$, with $\|r(x)\|_{\infty}=\max _{a \leqq x \leqq b}|r(x)|$.

Both the discrete and continuous problems have been considered by a number of authors, and good algorithms are available for obtaining solutions under very general circumstances (see, for example, [1], [2], [8], [14], [23], [24]).

Now suppose that we require that $\alpha$ be constrained to lie in the set $R$, where

[^0]\[

$$
\begin{equation*}
R=\left\{\alpha: r_{i} \geqq 0, i=1,2, \cdots, m\right\} \tag{1.5}
\end{equation*}
$$

\]

In this case, the approximation problem is said to be one-sided. The class of problems which we have defined is a subset of the class of all approximation problems in which the difference between the approximation and the approximand is onesigned in the region of interest. Such problems occur frequently in analysis, and examples have been discussed by Bojanic and De Vore [3], De Vore [6] and Marsaglia [12].

For all values of $p$ such that $1 \leqq p \leqq \infty$, the discrete one-sided $L_{p}$ problem may be conveniently posed and solved (where a solution exists) as a mathematical programming problem. Formally, we may write the problem as:

$$
\begin{array}{ll}
\operatorname{minimize} & f(\boldsymbol{\alpha})=\left(\sum_{\imath=1}^{m} r_{i}^{p}\right)^{1 / \boldsymbol{p}}  \tag{1.6}\\
\text { subject to } & \mathbf{r}=\mathrm{b}-A \boldsymbol{\alpha} \geqq 0
\end{array}
$$

The cases $p=1$ and $p=\infty$ give rise to linear programming problems, and some properties of these problems are considered in Section 2. Section 3 is concerned with the remaining values of $p$ : in this case, problem (1.6) is a convex programming problem. Finally, in Section 4, some numerical results are presented. These include some applications to the approximate numerical solution of ordinary differential equations, with error bounds.

It is clear that a solution to the one-sided $L_{\nu}$ problem will exist if and only if $R$ is nonempty, and this will be assumed. Further, the special case of problem (1.6) when the set of equations $\mathbf{b}-A \boldsymbol{\alpha}=0$ are consistent is of little interest. We will therefore assume in what follows that no solution $\mathbf{r}=0$ is possible.
2. The Cases $p=1, \infty$. In this section, it is necessary to make use of some standard linear programming results. These will be quoted without reference, but details may be obtained in, for example, Hadley [10].

It is clear that the one-sided $L_{1}$ problem can immediately be posed as the linear programming problem:

$$
\begin{array}{ll}
\operatorname{minimize} & \mathrm{e}^{T} \mathrm{~b}-\mathrm{e}^{T} A \boldsymbol{\alpha} \\
\text { subject to } & A \boldsymbol{\alpha} \leqq \mathrm{~b}
\end{array}
$$

where $\mathbf{e}$ is a vector each component of which is 1 . This may be solved conveniently by going to the dual problem:

$$
\begin{array}{ll}
\operatorname{maximize} & \mathrm{e}^{T} \mathrm{~b}-\mathrm{b}^{T} \mathrm{w}  \tag{2.1}\\
\text { subject to } & A^{T} \mathrm{w}=\mathrm{e}^{T} A, \quad \mathrm{w} \geqq 0 .
\end{array}
$$

An algorithm for the continuous one-sided $L_{1}$ problem is given by Lewis [11], based on the solution of a sequence of discrete one-sided $L_{1}$ problems in this form. Provided that the matrix $A$ has rank $n$, a solution to (2.1) can readily be obtained by standard techniques, for example, the simplex algorithm. In this case, the solution will be such that at least $n$ values $r_{i}$ are zero there. This is an immediate consequence of the result that if a variable is in the dual basis, then the corresponding primal constraint holds with equality.

Remark. The simplex procedure can of course be applied to (2.1) when the rank of $A$ is less than $n$, and will identify the redundant constraints. These may then be removed, leaving a reduced problem which will satisfy the above rank condition for a different value of $n$. By 'simplex algorithm', we mean here its implementation as an automatic procedure, starting from this point.

As in the standard (two-sided) $L_{1}$ problem, the question of uniqueness of the solution vector is not straightforward. Even when the matrix $A$ satisfies the Haar condition, i.e., all $n \times n$ submatrices of $A$ are nonsingular, examples can readily be constructed which have nonunique solutions.

The case $p=\infty$ (the one-sided Chebyshev approximation problem) has been considered by Watson [20]. The notation of that paper, with regard to partitioned vectors and matrices, is adhered to in what follows. It was shown that the one-sided Chebyshev problem may be posed as the linear programming problem:

$$
\begin{array}{ll}
\operatorname{minimize} & \mathbf{e}_{n+1}^{T}\left[\begin{array}{l}
\boldsymbol{\alpha} \\
h
\end{array}\right]  \tag{2.2}\\
\text { subject to } & {\left[\begin{array}{rr}
\boldsymbol{A} & \mathbf{e} \\
-\boldsymbol{A} & 0
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{\alpha} \\
h
\end{array}\right] \geqq\left[\begin{array}{r}
\mathbf{b} \\
-\mathbf{b}
\end{array}\right],}
\end{array}
$$

where $\mathbf{e}_{n+1}$ is a vector each component of which is zero except the $(n+1)$ st which is 1.
Again, it is more efficient to solve the dual problem, which is

$$
\begin{array}{ll}
\operatorname{maximize} & \mathrm{z}=\left[\mathrm{b}^{T}-\mathrm{b}^{T}\right] \mathbf{w} \\
\text { subject to } & {\left[\begin{array}{cc}
A^{T} & -A^{T} \\
\mathbf{e}^{T} & 0
\end{array}\right] \mathbf{w}=\mathbf{e}_{n+1}, \quad \mathbf{w} \geqq 0} \tag{2.3}
\end{array}
$$

We now state some results given in [20] which characterize the linear programming solution of the one-sided Chebyshev problem.

Lemma 1. Let the rank of $A$ be $n$. Then problem (2.3) may be solved by the simplex algorithm.

Lemma 2. At such a solution, $n+1$ equations of the set (1.2) hold with $r_{i}=0$ or $r_{i}=\max _{i} r_{i}$. The matrix $A^{\sigma}$ formed by the corresponding rows of $A$ has rank $n$.

Lemma 3. We write

$$
\mathrm{b}^{\sigma}-A^{\sigma} \boldsymbol{\alpha}=h \mathrm{~g}
$$

where $g_{i}=0$ or 1 and $h=\max _{i} r_{i}$. Then there exists a nontrivial vector $\lambda$ such that $\lambda^{T} A^{\sigma}=0$, whose nonzero components satisfy

$$
\begin{array}{ll}
\lambda_{i}>0 & \text { if } g_{i}=1 \\
\lambda_{i}<0 & \text { if } g_{i}=0
\end{array}
$$

We use these results to prove
Lemma 4. If A satisfies the Haar condition, the solution to the one-sided Chebyshev problem is unique.

Proof. Let $\alpha=\mathbf{x}$ be a solution found by the simplex method of linear programming, and let $\alpha=\mathrm{y}$ be any other solution. Then there are $n+1$ equations such that

$$
\mathbf{b}^{\sigma}-A^{\sigma} \mathbf{x}=h \mathrm{~g}
$$

where $h=\max _{t} r_{t}$, and (re-ordering if necessary)

$$
\begin{array}{ll}
g_{4}=1, & i=1,2, \cdots, t \\
g_{i}=0, & i=t+1, \cdots, n+1
\end{array}
$$

Since y is also a solution, it follows that

$$
\mathbf{b}^{\sigma}-A^{\sigma} \mathbf{y}=h \mathbf{v}
$$

where $0 \leqq v_{i} \leqq 1$.
Now, there exists a vector $\lambda$ satisfying the conditions of Lemma 3. Further, by the Haar condition, $\lambda_{1} \neq 0, i=1,2, \cdots, n+1$.

Then

$$
\lambda^{T} \mathrm{~g}=\lambda^{T} \mathrm{v}
$$

and so

$$
\sum_{i=1}^{t} \lambda_{i} \leqq \sum_{i=1}^{t} \lambda_{i} v_{i} \leqq \sum_{i=1}^{t} \lambda_{i}
$$

Thus $\mathbf{v}=\mathrm{g}$. Since it is a consequence of Lemma 3 that the matrix $\left[A^{\sigma} \mathrm{g}\right]$ is nonsingular, it follows that the solution is unique.
3. The Cases $1<p<\infty$. For $1<p<\infty$, the problem (1.6) represents the minimization of a strictly convex function subject to linear inequality constraints, and this is a convex programming problem. The theory of such problems is welldeveloped, and the reader is referred, for example, to Fiacco and McCormick [7]. Before proceeding, we note that the problem (1.6) may be simplified by replacing the objective function by its $p$ th power; clearly, the same values of $\boldsymbol{\alpha}$ solve both problems. Thus, we deal subsequently with the problem:

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{i=1}^{m} r_{i}^{p}  \tag{3.1}\\
\text { subject to } & \mathrm{r}=\mathrm{b}-A \alpha \geqq 0
\end{array}
$$

An immediate consequence of the strict convexity of the objective function is Lemma 5. The vector $\boldsymbol{\alpha}$ solving problem (3.1) is unique.
The solution may be characterized by making use of the Kuhn-Tucker conditions. A direct application of the theory to this problem gives

Lemma 6. Let $D_{r}$ be a diagonal matrix with (i,i) element $r_{1}^{p-1}$. Then the vector $\boldsymbol{\alpha}$ solves problem (3.1) if and only if
(1) $\mathrm{r} \geqq 0$,
(2) there exists a vector $\lambda \geqq 0$ such that
(i) $\lambda^{T} \mathrm{r}=0$,
(ii) $\lambda^{T} A=p \mathrm{e}^{T} D_{r} A$.

There exist a number of methods for minimizing a nonlinear function subject to linear constraints (see, for example, the review paper by Fletcher [9]). Among the best known of these are the reduced gradient method of Wolfe ([21], [22]), and
methods based on the gradient projection algorithm of Rosen [17], for example that due to Murtagh and Sargent [13]. In particular, when the objective function is convex, as in this case, it is possible to guarantee convergence.

We mention, finally, some results which are precise analogues of those for twosided approximation, and which can readily be proved in a similar manner. Let $\boldsymbol{\alpha}^{(p)}$ denote the solution to the one-sided $L_{\nu}$ problem for $1<p<\infty$, and let

$$
\mathbf{r}^{(\mathcal{D})}=\mathbf{b}-A \boldsymbol{\alpha}^{(\mathcal{D})}
$$

Lemma 7. If $p<q$, then $\left\|\mathbf{r}^{(\mathcal{D})}\right\|_{p} \geqq\left\|\mathbf{r}^{(a)}\right\|_{q}$.
Since the sequence of points $\left\{\boldsymbol{\alpha}^{(\mathcal{D})}\right\}$ is bounded, it possesses convergent subsequences, which we may also call $\left\{\boldsymbol{\alpha}^{(\boldsymbol{p})}\right\}$. We have

Lemma 8. Let

$$
\begin{aligned}
& \lim _{p \rightarrow \infty} \alpha^{(p)}=\alpha^{*} \\
& \lim _{p \rightarrow 1} \alpha^{(\mathcal{p})}=\bar{\alpha}
\end{aligned}
$$

Then $\boldsymbol{\alpha}^{*}$ and $\overline{\boldsymbol{\alpha}}$ respectively solve the one-sided Chebyshev and one-sided $L_{1}$ problems.
4. Numerical Results. All the numerical results of this section were obtained on the Elliott 4130 of the University of Dundee, using single length arithmetic. For floating-point computation, this gives about 11 decimal places.

The numerical solution of the convex programming problem of Section 3 was considered using both the reduced gradient method of Wolfe, and Rosen's gradient projection method. Both methods are iterative by nature, and move from point to point within the set $R$ reducing the objective function at each step. They differ in the way in which directions of motion are obtained.

The application of these methods to problem (3.1) as it stands runs into numerical difficulties for large $p$ because of the size of the objective function, and some form of scaling strategy is essential. The procedure adopted for both methods involved the following modifications to the basic algorithms. For full details of these algorithms, see [17] and [22].

1. Choose an $\boldsymbol{\alpha} \in R$, and set $k$ to a prescribed value.
2. Compute

$$
\begin{aligned}
\mathrm{r} & =\mathrm{b}-A \boldsymbol{\alpha} \\
F & =\sum_{i=1}^{m}\left(k r_{i}\right)^{p},
\end{aligned}
$$

and set $k:=k * F^{-1 / p}$.
3. Compute $\delta \boldsymbol{\alpha}$, the direction of motion, and test for convergence, as in the basic algorithms.
4. Compute $\mathbf{d}=A \delta \boldsymbol{\alpha}$, and find $\lambda$ to minimize

$$
\sum_{i=1}^{m}\left(k\left(r_{i}-\lambda d_{i}\right)\right)^{p} .
$$

5. If $\boldsymbol{\alpha}+\lambda \delta \boldsymbol{\alpha} \in R$, then set $\gamma=\lambda$. Otherwise, choose $\gamma$ to be the maximum value such that $\alpha+\gamma \delta \boldsymbol{\alpha} \in R$.

Remark. This procedure is closely related to the application of the basic algorithms to the original problem (1.6). The computed value of $k$ at each step gives the inverse of the current value of the norm.

Except for the case $p=2$ (when an analytical solution is available), the minimum in step 4 was obtained in the following simple manner. A direct search procedure, starting from $\lambda=0$, was used to obtain three values of $\lambda$ spanning the minimum. A quadratic was then fitted through these 3 points, and the value of $\lambda$ giving the minimum of this quadratic accepted as the true value.

The algorithm proved to be effective for problems involving large values of $p$, provided that reasonable care was taken in deciding when to accept convergence. Essentially, this amounts to deciding when to accept $\delta \boldsymbol{\alpha}=0$ in step 3. In addition to the obvious criterion

$$
\|\delta \boldsymbol{\alpha}\|_{\infty}<T
$$

where $T$ is some prescribed tolerance, it was found necessary to take into account the step length $\gamma$, and the sensitivity of the solution by also testing to see whether

$$
\left\|\boldsymbol{\alpha}_{2}-\boldsymbol{\alpha}_{\imath+1}\right\|_{\infty}<T\left\|\boldsymbol{\alpha}_{\imath}\right\|_{\infty},
$$

where $\boldsymbol{\alpha}_{\mathbf{1}}$ and $\boldsymbol{\alpha}_{i+1}$ are two consecutive values of $\boldsymbol{\alpha}$, or

$$
\left|1 / k_{i}-1 / k_{i+1}\right|<T,
$$

where $k_{i}$ and $k_{1+1}$ are two consecutive values of $k$. (For all the examples of this paper, $T=10^{-6}$.) This latter test was only invoked if it was found that the convergence was ultimately slow, with the directions of progress confined to lie in the intersection of a fixed set of hyperplanes $r_{2}=0$. Both algorithms tended to suffer from this defect for larger problems, with the projected gradient method slightly worse. This reflects the slow ultimate convergence generally associated with steepest descent type methods, and a better algorithm in this case is that of [13].

Our first example is a simple problem which possesses an analytical solution. Example 1.

$$
A=\left[\begin{array}{rr}
1.0 & 0.5 \\
-1.0 & 2.0 \\
1.0 & -1.0
\end{array}\right], \quad b=\left[\begin{array}{l}
1.0 \\
0.0 \\
0.5
\end{array}\right] .
$$

It is readily verified from Lemma 6 that the problem with this data is solved by

$$
\begin{aligned}
& \alpha_{1}^{(p)}=\frac{8(5 / 3)^{1 /(p-1)}+5}{10(5 / 3)^{1 /(p-1)}+6}, \\
& \alpha_{2}^{(p)}=2-2 \alpha_{1}^{(p)},
\end{aligned}
$$

for $1<p<\infty$.
The solution was first obtained for $p=2$ using the initial approximation $\boldsymbol{\alpha}=$ $(0,0)^{T}$. Solutions were then obtained for an increasing sequence of values of $p$, using the previous solution as initial approximation. For $p=10$, the value of the objective

Table 1

| $p$ | $a_{1}$ | $\alpha_{2}$ | $\\|r\\|_{p}$ |  |
| ---: | :---: | :---: | :---: | :---: |
| 2 | 0.808 | 823 | 0.382 | 353 |
| 4 | 0.811 | 200 | 0.377 | 599 |
| 10 | 0.812 | 060 | 0.375 | 880 |
| 100 | 0.812 | 460 | 0.375 | 081 |
| 500 | 0.812 | 492 | 0.375 | 016 |

Solutions to Example 1
function of (3.1) at the minimum is $O\left(10^{-12}\right)$, and it is interesting to note that without the scaling introduced above, the solution for $p=4$ was accepted for $p=10$ and for all higher values of $p$.

In Table 1, we give solutions for values of $p$ up to $p=500$. The value of $k$ was initially set to 1.0 for $p=2$, and to the current value for other values of $p$. Note that the final value of $k$ for each $p$ gives the inverse of the minimum value of the norm. The calculated coefficients were in fact correct to one figure in the 8th decimal place. The exact solution for $p=\infty$ is

$$
\alpha_{1}=0.8125, \quad \alpha_{2}=0.375, \quad\|\mathbf{r}\|_{\infty}=0.0625
$$

We now present two examples derived by discretizing continuous approximation problems.

Example 2. Let

$$
r(x)=x^{1 / 2}-\left(\alpha_{1}+\alpha_{2} x+\alpha_{3} x^{2}\right), \quad 1 \leqq x \leqq 2,
$$

and define

$$
r_{2}=r\left(x_{i}\right), \quad i=1,2, \cdots, m
$$

Table 2

| $p$ | $a_{1}$ | $\alpha_{2}$ | $a_{3}$ |  | $\\|\mathrm{r}\\|_{p}$ |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 0.444 | 697 | 0.626 | 623 | -0.071 | 320 |
| 4 | 0.445 | 189 | 0.625 | 842 | -0.071 | 031 |
| 10 | 0.445 | 284 | 0.625 | 691 | -0.070 | 975 |
| 40 | 0.002 | 047 |  |  |  |  |
| 40 | 0.445 | 077 | 0.626 | 020 | -0.071 | 097 |
| 100 | 0.444 | 982 | 0.626 | 170 | -0.071 | 153 |
| 500 | 0.444 | 926 | 0.626 | 261 | -0.071 | 186 |
| $\infty$ | 0.444 | 911 | 0.626 | 283 | -0.071 | 194 |

In Table 2, we present the results of computing one-sided approximations on the set of points

$$
x_{i}=1+0.1(i-1), \quad i=1,2, \cdots, 11 .
$$

The initial approximation for $p=2$ was $\alpha=(0,0,0)^{T}$.
Example 3. Let

$$
r(x)=b(x)-\sum_{i=1}^{5} \alpha_{\imath} x^{i-1}, \quad 0 \leqq x \leqq 2
$$

where

$$
\begin{aligned}
b(x) & =e^{x}, & & 0 \leqq x \leqq 1, \\
& =e^{-x}+e-e^{-1}, & & 1 \leqq x \leqq 2
\end{aligned}
$$

In Table 3, we present the results of computing one-sided approximations on the set of $m=21$ points

$$
x_{i}=0.1(i-1), \quad i=1,2, \cdots, 21 .
$$

The initial approximation for $p=2$ was taken to be $\alpha=(0,0,0,0,0)^{T}$. (In many cases, however, it may be worthwhile calculating the solution for $p=1$ (or $p=\infty$ ) to use as a good initial approximation for any other value of $p$.)

Remark. Because of the presence of a constant in the approximating functions of Examples 2 and 3, the one-sided Chebyshev approximations are just shifted two-sided Chebyshev approximations (Phillips [15]).

Finally, we present some examples of the use of one-sided approximations to obtain approximate numerical solutions to certain types of ordinary differential equations, with error bounds. The derivation of the error bounds is based on the differential operators involved satisfying certain monotone properties. The use of such properties to obtain approximate solutions with error bounds has been considered, for example, by Collatz [4], [5] and Rosen [18], [19].

We illustrate the principle involved for the problem of finding the function $u$ in some bounded domain $D$, where $u$ satisfies

$$
L[u]=f \text { in } D
$$

Table 3

| $p$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $a_{4}$ | $a_{5}$ | $\\|\mathbf{r}\\|_{p}$ |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1.000 | 00 | -0.306 | 09 | 4.925 | 44 | -4.132 | 23 |
| 4 | 1.000 | 00 | -0.642 | 49 | 5.814 | 48 | -4.835 | 91 |
| 10 | 1.000 | 00 | -0.985 | 94 | 6.714 | 76 | -5.536 | 86 |
| 1.37 | 51 | 0.402 | 90 | 0.270 | 738 |  |  |  |
| 20 | 1.000 | 00 | -1.101 | 63 | 7.020 | 71 | -5.777 | 62 |
| 1.359 | 71 | 0.221 | 012 |  |  |  |  |  |
| 40 | 1.000 | 00 | -1.136 | 45 | 7.104 | 44 | -5.831 | 70 |
| $\infty$ | 1.000 | 00 | -1.165 | 57 | 7.176 | 62 | -5.881 | 70 |

Solutions to Example 3
and takes prescribed values on $\partial D$, the boundary of $D$. Here, $L$ is a linear differential operator, and we say that this operator is monotone if the conditions $L[v] \leqq L[w]$ in $D$, and $v \geqq w$ on $\partial D$ imply that $v \geqq w$ on $D \cup \partial D$.

For example, consider the ordinary differential equation boundary value problem

$$
\begin{equation*}
L[y(x)]=f(x), \quad a \leqq x \leqq b, \tag{4.1}
\end{equation*}
$$

subject to

$$
\begin{equation*}
y(a)=\gamma_{1}, \quad y(b)=\gamma_{2}, \tag{4.2}
\end{equation*}
$$

where $L$ is a linear differential operator. Now suppose $z_{1}(x)$ is such that

$$
\begin{aligned}
& L\left[z_{1}\right] \leqq f(x), \quad a \leqq x \leqq b, \\
& z_{1}(a) \leqq \gamma_{1}, \\
& z_{1}(b) \leqq \gamma_{2},
\end{aligned}
$$

and $z_{2}(x)$ is such that

$$
\begin{aligned}
L\left[z_{2}\right] & \leqq f(x), \quad a \leqq x \leqq b, \\
z_{2}(a) & \leqq \gamma_{1}, \\
z_{2}(b) & \leqq \gamma_{2} .
\end{aligned}
$$

Then if $L$ is monotone in the sense described above, it follows that in $[a, b]$

$$
\begin{equation*}
z_{2}(x) \leqq y(x) \leqq z_{1}(x) . \tag{4.3}
\end{equation*}
$$

For example, a suitable $L$ is given by

$$
\begin{equation*}
L[y]=y^{\prime \prime}+g(x) y^{\prime}+h(x) y \tag{4.4}
\end{equation*}
$$

where $f(x), g(x)$ and $h(x)$ are bounded in $[a, b]$, and $h(x) \leqq 0$ in $[a, b]$ (Protter and Weinberger [16]).

Our method of solution is as follows. Let

$$
\begin{equation*}
\phi(\boldsymbol{\alpha}, x)=\sum_{i=1}^{n} \alpha_{1} \phi_{i}(x), \quad \phi_{i}(x) \in C^{2}[a, b], \tag{4.5}
\end{equation*}
$$

be an approximation to $y(x)$ defined by Eqs. (4.1), (4.4) and (4.2), and let $x_{i}, j=$ $1,2, \cdots, m$, be a set of points such that $a=x_{1}<x_{2}<\cdots<x_{m}=b$.

Let

$$
r(x)=f(x)-L[\phi(\alpha, x)]
$$

and assume that there exists at least one $\alpha$ satisfying $\phi(\alpha, a)=\gamma_{1}, \phi(\alpha, b)=\gamma_{2}$ such that $r(x) \geqq 0, a \leqq x \leqq b$. Then a suitable $z_{1}(x)$, which will be optimum with respect to the form of the approximation $\phi(\alpha, x)$, can be obtained by choosing $\alpha$ to solve the problem

$$
\begin{array}{cl}
\operatorname{minimize} & \|r(x)\|_{p} \quad(p \geqq 1) \\
\text { subject to } & r(x) \geqq 0, \quad a \leqq x \leqq b,
\end{array}
$$

and the additional constraints

$$
\begin{equation*}
\phi(\alpha, a)=\gamma_{1}, \quad \phi(\alpha, b)=\gamma_{2} . \tag{4.6}
\end{equation*}
$$

Approximations to this optimum $z_{1}(x)$ can be obtained by discretizing the problem on the set of points $x_{i}, j=1,2, \cdots, m$, and solving the linear discrete onesided problem defined by

$$
\begin{aligned}
r_{i}=r\left(x_{i}\right), & i=1,2, \cdots, m, \\
b_{i}=f\left(x_{i}\right), & i=1,2, \cdots, m,
\end{aligned}
$$

and

$$
A_{i j}=L\left[\phi_{j}\left(x_{i}\right)\right], \quad i=1,2, \cdots, m ; j=1,2, \cdots, n .
$$

The constraints (4.6) may be included as two extra inequality constraints, which may be forced to hold with equality.

A similar approach is used to approximate the optimum $z_{2}(x)$, the only difference being that we define

$$
r(x)=-f(x)+L[\phi(\alpha, x)] .
$$

A monotone property, similar to the one defined above, can be shown to apply to initial value problems with the operator (4.4), where the initial conditions are $y(a)=\delta_{1}, y^{\prime}(a)=\delta_{2}$. Then, if we define $z_{1}(x)$ such that

$$
\begin{aligned}
L\left[z_{1}\right] & \geqq f(x), \quad a \leqq x \leqq b, \\
z_{1}(a) & \geqq \delta_{1}, \\
z_{1}{ }^{\prime}(a) & \geqq \delta_{2},
\end{aligned}
$$

and $z_{2}(x)$ such that

$$
\begin{aligned}
L\left[z_{2}\right] & \leqq f(x), \quad a \leqq x \leqq b \\
z_{2}(a) & \leqq \delta_{1} \\
z_{2}{ }^{\prime}(a) & \leqq \delta_{2}
\end{aligned}
$$

then, under the same conditions on $f(x), g(x)$ and $h(x)$ as before, we have $z_{2}(x) \leqq$ $y(x) \leqq z_{1}(x)$ (Protter and Weinberger [16]).

Suppose, therefore, that we obtain approximations $\phi(\Omega, x)$ and $\phi(\gamma, x)$ of the form (4.5) to the optimum $z_{1}(x)$ and $z_{2}(x)$ respectively. Then, assuming that the monotone property is unaffected by the discretization, we have

$$
\phi\left(\gamma, x_{i}\right) \leqq y\left(x_{i}\right) \leqq \phi\left(3, x_{i}\right), \quad i=1,2, \cdots, m
$$

Then it is clear that

$$
\begin{equation*}
\left|y\left(x_{i}\right)-\phi\left(\mathbf{w}, x_{i}\right)\right| \leqq \phi\left(\mathrm{v}, x_{i}\right), \quad i=1,2, \cdots, m, \tag{4.7}
\end{equation*}
$$

where

$$
\mathbf{w}=(\beta+\gamma) / 2, \quad \mathbf{v}=(\beta-\gamma) / 2 .
$$

Example 4.

$$
\begin{equation*}
y^{\prime \prime}+\frac{2 x}{1+x^{2}} y^{\prime}-\frac{2}{1+x^{2}} y=\frac{4}{1+x^{2}}, \quad 0 \leqq x \leqq 1, \tag{4.8}
\end{equation*}
$$

Table 4

| ${ }^{\text {i }}$ | $p=1$ |  | $p=2$ |  | $p=10$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $e\left(x_{i}\right)$ | $\phi\left(\mathrm{v}, x_{i}\right)$ | $e\left(x_{i}\right)$ | $\phi\left(\mathrm{v}, x_{i}\right.$ ) | ${ }_{i} e\left(x_{i}\right)$ | $\phi\left(v, x_{i}\right)$ |
| 0.08 | 2.4 E-4 | $1.2 \mathrm{E}-3$ | 2.8 E-4 | 1.3 E-3 | 2.2 E-4 | $1.4 \mathrm{E}-3$ |
| 0.16 | 4.9 E-4 | 2.0 E-3 | 4.8 E-4 | 2.3 E-3 | 3.6 E-4 | 2.5 E-3 |
| 0.24 | 5.7 E-4 | 2.6 E-3 | 4.6 E-4 | 3.0 E-3 | 2.4 E-4 | 3.3 E-3 |
| 0.32 | 4.6 E-4 | 3.1 E-3 | 2.4 E-4 | 3.5 E-3 | 8.1 E-5 | 3.9 E-3 |
| 0.40 | 2.9 E-4 | 3.3 E-3 | 3.5 E-5 | 3.8 E-3 | $4.4 \mathrm{E-4}$ | 403 E-3 |
| 0.48 | 2.1 E-4 | 3.4 E-3 | 2.0 E-4 | 3.9 E-3 | 6.7 E-4 | $4.4 \mathrm{E}-3$ |
| 0.56 | 2.9 E-4 | 3.4 E-3 | 1.6 E-4 | 3.8 E-3 | 6.6 E-4 | 4.3 E-3 |
| 0.64 | 5.0 E-4 | 3.3 E-3 | 5.6 E-5 | 3.5 E-3 | 4.1 E-4 | 3.9 E-3 |
| 0.72 | 7.3 E-4 | 2.9 E-3 | $3.4 \mathrm{E}-4$ | 3.1 E-3 | 5.7 E-5 | $3.4 \mathrm{E-3}$ |
| 0.80 | 8.1 E-4 | 2.4 E-3 | 5.1 E-4 | 2.5 E-3 | 2.3 E-4 | 2.6 E-3 |
| 0.88 | $6.2 \mathrm{E}-4$ | 1.6 E-3 | 4.3 E-4 | 1.7 E-3 | $2.9 \mathrm{E}-4$ | 1.7 E-3 |
| 0.96 | 2.0 E-4 | 6.2 E-4 | $1.4 \mathrm{E}-4$ | $6.2 \mathrm{E}-4$ | 1.1 E-4 | 6.2 E-4 |

Errors and Error Bounds for Example 4:n=6
Table 5

| ${ }_{\text {i }}$ | $n=6$ |  | $n=9$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $e\left(x_{i}\right)$ | $\phi\left(\mathrm{v}, x_{i}\right)$ | $e\left(x_{i}\right)$ | $\phi\left(v, x_{i}\right)$ |
| 0.08 | 2.2 E-4 | 1.4 E-3 | $5.9 \mathrm{E}-7$ | 1.6 E-5 |
| 0.16 | 3.6 E-4 | 2.5 E-3 | 1.0 E-6 | 2.8 E-5 |
| 0.24 | 2.4 E-4 | 3.3 E-3 | 1.4 E-6 | 3.8 E-5 |
| 0.32 | 8.8 E-5 | 3.9 E-3 | 6.9 E-7 | 4.4 E-5 |
| 0.40 | 4.6 E-4 | 4.3 E-3 | 2.7 E-6 | 4.8 E-5 |
| 0.48 | 6.9 E-4 | 4.4 E-3 | 2.0 E-6 | 4.9 E-5 |
| 0.56 | 6.8 E-4 | 4.3 E-3 | 3.8 E-7 | 4.8 E-5 |
| 0.64 | $4.4 \quad \mathrm{E}-4$ | 3.9 E-3 | 1.4 E-6 | 4.4 E-5 |
| 0.72 | 8.1 E-5 | 3.4 E-3 | 2.9 E-7 | 3.8 E-5 |
| 0.80 | 2.1 E-4 | 2.6 E-3 | 2.2 E-6 | 3.0 E-5 |
| 0.88 | 2.7 E-4 | 1.7 E-3 | 1.4 E-6 | 1.9 E-5 |
| 0.96 | $1.0 \quad \mathrm{E}-4$ | 6.2 E-34 | 6.4 E-8 | 7.0 E-6 |

Errors and Error Bounds for Example 4:p $=\infty$
(4.9)

$$
y(0)=y(1)=1
$$

This has the exact solution

$$
y(x)=1-3 \pi x / 4+3 x \tan ^{-1} x
$$

Approximations $\phi(\alpha, x)=\sum_{i=1}^{n} \alpha_{2} x^{i-1}$ were obtained for $y(x)$ in the manner described above for a number of values of $p$ up to $p=500$. In Tables 4 and 5, we present some actual errors and computed error bounds derived from Eq. (4.7) for approximations on 26 equispaced points in $[0,1]$ using the $L_{1}, L_{2}, L_{10}$ and $L_{\infty}$ norms. Note that, for $p=1$ and $p=\infty$, the constraints (4.6) are readily incorporated into the linear programming formulations of these problems. The true error is denoted by

$$
e\left(x_{i}\right)=\left|y\left(x_{i}\right)-\phi\left(\mathrm{w}, x_{i}\right)\right|, \quad i=1,2, \cdots, m
$$

Example 5.

$$
\begin{gathered}
y^{\prime \prime}-\frac{2 x}{1+x} y^{\prime}-\frac{1-x}{1+x} y=\frac{2 e^{x}}{1+x} \\
y(0)=y^{\prime}(0)=1
\end{gathered}
$$

This has the exact solution

$$
y(x)=e^{x}(x+1 /(1+x)) .
$$

Polynomial approximations and error bounds were again obtained on 26 equispaced points in [0, 1]. In Tables 6 and 7, we give results similar to those in Tables 4 and 5.
5. Conclusion. We have considered methods for calculating linear discrete one-sided $L_{\triangleright}$ approximations to given data, for all values of $p$ satisfying $1 \leqq p \leqq \infty$. The methods have been illustrated by examples, including applications to the numerical solution of ordinary differential equations, with error bounds. It is clear

Table 6

| ${ }_{\text {x }}^{i}$ | $p=1$ |  | $p=2$ |  | $p=10$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $e\left(x_{i}\right)$ | $\phi\left(\mathrm{v}, x_{i}\right)$ | $e\left(x_{i}\right)$ | $\phi\left(\mathrm{v}, x_{i}\right)$ | $e\left(x_{i}\right)$ | $\phi\left(\mathrm{v}, x_{i}\right)$ |
| 0.04 | 1.0 E-5 | 1.5 E-5 | 8.5 E-6 | 1.3 E-5 | 5.1 E-6 | $9.2 \mathrm{E}-6$ |
| 0.12 | 2.7 E-5 | 1.2 E-4 | 1.9 E-5 | 1.1 E-4 | 2.6 E-6 | 8.2 E-5 |
| 0.20 | 2.5 E-5 | 3.3 E-4 | 3.5 E-5 | 2.9 E-4 | 7.6 E-5 | 2.3 E-4 |
| 0.28 | 1.5 E-4 | 6.2 E-4 | 1.5 E-4 | $5.4 \mathrm{E-4}$ | 2.0 E-4 | 4.5 E-4 |
| 0.36 | 3.2 E-4 | 9.8 E-4 | 2.9 E-4 | 8.7 E-4 | 3.2 E-4 | 7.5 E-4 |
| 0.44 | 4.9 E-4 | $1.4 \mathrm{E}-3$ | 4.1 E-4 | 1.3 E-3 | 4.1 E-4 | 1.1 E-3 |
| 0.52 | 6.5 E-4 | 1.9 E-3 | 5.0 E-4 | $1.7 \mathrm{E}-3$ | $4.4 \quad \mathrm{E}-4$ | 1.6 E-3 |
| 0.60 | 7.8 E-4 | 2.5 E-3 | $5.5 \mathrm{E}-4$ | 2.3 E-3 | 4.1 E-4 | 2.2 E-3 |
| 0.68 | $9.2 \mathrm{E}-4$ | 3.1 E-3 | $5.8 \mathrm{E}-4$ | 2.9 E-3 | 3.5 E-4 | 2.9 E-3 |
| 0.76 | 1.1 E-3 | 3.8 E-3 | 6.3 E-4 | $3.7 \mathrm{E}-3$ | 3.1 E-4 | $3.7 \mathrm{E}-3$ |
| 0.84 | $1.3 \mathrm{E}-3$ | 4.6 E-3 | $7.4 \mathrm{E}-4$ | 4.5 E-3 | 3.1 E-4 | 4.6 E-3 |
| 0.92 | $1.6 \mathrm{E}-3$ | 5.5 E-3 | $9.2 \mathrm{E}-4$ | $5.5 \mathrm{E}-3$ | 3.8 E-4 | $5.7 \mathrm{E}-3$ |
| 1.0 | $1.9 \mathrm{E}-3$ | 6.6 E-3 | 1.1 E-3 | $6.7 \mathrm{E}-3$ | 4.9 E-4 | 6.9 E-3 |

Table 7

| ${ }^{\text {i }}$ | $n=6$ |  | $n=9$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $e\left(x_{i}\right)$ | $\phi\left(\mathrm{v}, x_{i}\right)$ | $e\left(x_{i}\right)$ | $\phi\left(v, x_{i}\right)$ |
| 0.04 | 4.7 E-6 | 8.7 E-6 | 3.0 E-9 ${ }^{\circ}$ | 6.9 E-8 |
| 0.12 | 4.9 E-6 | 7.9 E-5 | 2.8 E-7 | $6.2 \mathrm{E}-7$ |
| 0.20 | 7.9 E-5 | $2.2 \mathrm{E}-4$ | $3.4 \mathrm{E}-7$ | 1.7 E-6 |
| 0.28 | 2.0 E-4 | 4.4 E-4 | $1.8 \mathrm{E}-8$. | 3.5 E-6 |
| 0.36 | $3.2 \mathrm{E}-4$ | 7.4 E-4 | $1.2 \mathrm{E}-7$ | 5.8 E-6 |
| 0.44 | 4.0 E-4 | 1.1 E-3 | 2.2 E-7 | 8.8 E-6 |
| 0.52 | 4.1 E-4 | 1.6 E-3 | 7.6 E-7 | 1.3 E-5 |
| 0.60 | 3.6 E-4 | 2.2 E-3 | 9.6 E-7 | $1.7 \mathrm{E}-5$ |
| 0.68 | 2.9 E-4 | 2.9 E-3 | 6.8 E-7 | 2.3 E-5 |
| 0.76 | 2.2 E-4 | 3.7 E-3 | $3.2 \mathrm{E}-7$ | 2.9 E-5 |
| 0.84 | 2.0 E-4 | 4.6 E-3 | 3.8 E-7 | 3.6 E-5 |
| 0.92 | 2.5 E-4 | 5.7 E-3 | 7.4 E-7 | 4.5 E-5 |
| 1.0 | 3.3 E-4 | 7.0 E-3 | $7.5 \mathrm{E}-7$ | 5.5 E-5 |

Errors and Error Bounds for Example 5:p $=\infty$
that the general approach can be a powerful one, and may be applied to other types of operator equation, for example, to elliptic partial differential equations and to integral equations. The author hopes to consider this in more detail in a further paper.
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